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Abstract
We propose a reweighting-estimation-transformation (RWET) approach to estimate 
the impacts of COVID-19 on job postings in Australia. Contrary to the commonly 
used aggregation-based method on counting data, our approach can be used in 
a relatively ‘thin’ market, such as Australia. In a thin market, the number of job 
postings is relatively small, and the share of empty cells increases substantially when 
aggregating the data into finer categories. Using Australian job postings collected by 
Burning Glass Technologies and the RWET approach, our empirical evidence shows 
that the overall labour demand in Australia as of July 2020 is slowly recovering from 
its lowest 45 per cent dip at the beginning of May. Our results also suggest that the 
impacts of the pandemic are relatively evenly distributed across skill levels, but vary 
substantially across states, industries and occupations. Our findings of the dynamics 
on the demand side of the labour market suggest that skill-targeted policies might 
not be as effective as policies targeted at the state and industry levels to facilitate 
economic recovery.
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1. Introduction
Many countries have been abruptly shaken by COVID-19 in 2020. Although in most 
cases, lives and health are considered top priorities, it remains essential to monitor the 
economy. Robust and prompt information of the economy is critical for policymakers, 
who might consider the optimal approach to support sections affected the most or to 
facilitate recovery post-pandemic. Job postings data can be particularly useful in such 
a context.

We compare job postings and other forms of data in detail later. Briefly, 
compared with survey or administrative data, job postings data have several 
advantages. These data are a rapid, cheap and precise reflection of the demand side 
of the labour market. In other words, they are collected nearly real-time at minimum 
cost and with little misreporting, and thus can facilitate quick and solid policymaking.

These features of job postings data can be especially important in a pandemic. 
Economic downturn due to a pandemic is such a rare event, and there is little ex ante 
understanding of it. Policies that have been proved effective in the past, such as in the 
Global Financial Crisis (GFC), might not be appropriate in the present situation. With 
near-real-time, high-frequency data on the labour market, policies can be tailor-made 
and adjusted quickly.

It can be challenging to analyse job postings data in high frequency for a 
small economy such as Australia. If we follow the commonly adopted method by 
aggregating the data into cells, more and more cells will be empty for small economies 
as the level of granularity of these cells becomes higher and higher. There simply are 
not many job postings for a ‘thin’ market. This limits the depth of the analysis.

Therefore, we propose a reweighting-estimation-transformation (RWET) 
approach that overcomes the small sample size problem. Our approach makes it 
possible to compare the size and composition of two comparable datasets, such as for 
two time periods and/or two geographic regions. The key idea here is to construct a 
weighting variable to ‘rebalance’ the two datasets. Once the datasets are reweighted, 
we can then use a linear probability model to examine the differences between the 
two. For ease of interpretation, the delta method can then be used to transform the 
estimated coefficients into the predicted size and composition differences.

It is worth noting, different from the aggregation-based counting data 
approach, that the RWET approach only compares two datasets/periods at a time. 
However, because the RWET approach operates at the micro-level, the identification 
of the model uses all observations at once. This is different from the aggregation-
based approach on counting data, which effectively are censored at zero for empty 
cells. In particular, the small sample size will not cause data censoring when RWET is 
applied; rather, it leads to vaguely identified coefficients, which is merely a reflection 
of the lack of information contained in the data as in any other regression model.

Besides methodological contributions, we provide an empirical analysis of 
the impacts of the pandemic on the labour demand in Australia by using the RWET 
approach. The data used here are provided by Burning Glass Technologies (BGT), 
a Boston-based company that has been collecting and analysing job postings data 
worldwide since 2007.
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Our empirical evidence shows that the overall labour demand in Australia 
as of July 2020 is slowly recovering from its lowest 45 per cent dip at the beginning 
of May. Our results also suggest that the impacts of COVID-19 are relatively even 
across different skill levels.  Such similarity also applies across job postings according 
to various experience levels. These results are robust whether or not we control for 
composition changes. Further, they differ notably from the patterns of past economic 
recessions, where workers with more education and experience were affected less (e.g., 
Rosen 1968; Clark and Summers 1981; Jaimovich and Siu 2009; and Hoynes, Miller 
and Schaller 2012).

Finally, our empirical evidence shows that COVID-19’s impacts on the labour 
market vary substantially across states, industries and occupations. The two largest 
states of Australia, New South Wales and Victoria, have both suffered significantly in 
terms of job postings but in July, 2020 all other states and territories were recovering 
consistently. As an example of cross-industry variations, in July 2020 the job postings 
for the health care and social assistance industry actually increased 15 per cent relative 
to the 2019 level, while those for the accommodation and food services industry were 
still 29 per cent less than the 2019 level. Across broad occupation categories, sales 
workers and clerical and administrative workers have been most affected, while 
labourers and machinery operators and drivers have been least affected. In July, the job 
postings for both labourers and machinery operators and drivers have even increased 
by 26 per cent and 35 per cent relative to the 2019 level, respectively.

These patterns are largely intuitive as they match the lockdown policies. 
However, they do suggest that the nature of the economic recession is of a very 
different nature from any past recessions. It is not the least skilled workers that are 
disproportionately affected. As the RWET approach used here allows us to control 
for composition changes in job postings, these patterns are identified with minimal 
confounding effects (e.g., variations in education or experience requirements across 
industries or occupations).

The rest of this paper is organised as follows: section 2 provides a literature 
review; section 3 discusses the job posting data used here; section 4 explains the 
RWET approach; section 5 discusses the empirical findings, and section 6 concludes 
with further discussions.

2. The literature on recessions and the labour market
There has been a long history of studies on the differential impacts of economic 
recessions on workers of different demographic characteristics. In general, less 
educated, less experienced, young and unskilled workers are found to be affected most 
during recessions.

For example, Rosen (1968) shows that skilled workers in the railroad 
industry experience less employment cyclical variation than unskilled workers. 
Clark and Summers (1981) suggest that economic recessions affect young workers 
disproportionately more than others. More recently, Jaimovich and Siu (2009) find 
that for all G7 countries, there is an empirical regularity between the individual’s age 
and the cyclicality of their employment and hours worked. In particular, prime-age 



workers have the most acyclical employment, while teenagers and individuals over 60 
have more procyclical employment. Similarly, using the Current Population Survey 
microdata, Hoynes, Miller and Schaller (2012) show that since 1979, the employment 
and unemployment cyclicality differences across gender, race, age and education have 
been ‘remarkably stable’. In particular, male, black and Hispanic, youth and low-
educated workers were affected much more than others during recessions.

Different from the above studies, Kahn, Lange and Wiczer (2020) examine 
the impact of COVID-19 on the job postings and initial UI claims in the United 
States. They find that job postings are affected significantly regardless of whether 
the industries or occupations have the work-from-home capability. Kahn, Lange and 
Wiczer (2020) suggest that the impact of COVID-19 on labour demand is similar on 
jobs that can be performed remotely and those that cannot. If we consider jobs that can 
be performed remotely to be high-skill jobs, then their results suggest that perhaps the 
impact of COVID-19 on labour demand is not mainly on unskilled jobs. Conversely, 
Bai et al. (2020) found that firms with more capability to work-from-home showed 
more resilience in the pandemic than did firms with lower capability. More recently, 
Chetty et al. (2020) argue that their empirical study using various real-time data 
suggests that traditional macroeconomic tools might not be effective with constrained 
demand due to pandemic health concerns.

In summary, the economic downturn in 2020 may be of a different nature 
compared with past recessions.

3. Job postings data: Burning Glass Technologies ANZ 
Job Feed 
The dataset used in this study is created by BGT and is formally known as the NOVA™ 
ANZ Job Feed, referred to as BGT-ANZ hereafter. The data cover from 1 January 
2012 to 31 July 2020. BGT collect job postings data from a broad range of sources in 
Australia in real-time.

Broadly, job postings data differ significantly from more traditional data 
sources, such as survey data and administrative data. Most survey data have months or 
years of time lags due to questionnaire design/data collection/data processing. Further, 
current evidence suggests that the respondents might find it difficult or be reluctant to 
respond to surveys during lockdowns. For example, online appendix Figure A1 and 
Figure A2 show the monthly sample size of the Current Population Survey of the 
United States and the Labour Force Survey of Canada. Both figures show a dramatic 
drop in sample size since the pandemic started.

Most administrative data can be timely and cost-effective. However, they 
capture outcomes rather than intentions. Because of legal reasons, administrative data 
often only have minimal information about individuals’ demographic information, 
such as age, gender and education, whereas such information could be important for 
us to understand the causes of people’s behaviour. Different from administrative data, 
job postings data are rich in information and provide the true intention of employers. 
There is little incentive for employers to misreport, and the data reflect employers’ 
expectations of future product market demand.
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Job postings data do come with their own limitations, mostly data quality 
and representativeness. Raw job postings data need to be processed and deduplicated 
for analytical usage. Such data quality issues apply to most internet-generated big 
data in general. For example, BGT takes comprehensive steps to remove duplicate 
postings, scams (e.g., pyramid schemes) and international jobs (e.g., for nurses to move 
to the United Kingdom). It is common for duplicates to occur both within and across 
different sources, with job boards showing the highest rate of duplicates. BGT has 
also found cases of recruiters posting a job multiple times with different regions listed 
to increase views, and this is particularly prevalent with international jobs. BGT’s 
algorithms to identify these and other issues results in the removal of more than half 
of the postings on average.

Korbel (2018) shows that the BGT-ANZ data are largely representative in 
Australia. For instance, the National Skills Commission of the Australian Government 
produces its Internet Vacancy Index (IVI) based on SEEK, CareerOne and Australian 
JobSearch. In 2018, the IVI suggests a figure of 2,187,223 job postings, while BGT-
ANZ covers more than 2,200,000 for the same period. Therefore, BGT-ANZ provides 
a robust representative dataset for the labour demand in Australia.

The representativeness of job postings data could be an issue more specific for 
economic research. In particular, job postings data only reflect a selected sample of 
the total vacancies. Employers always have multiple channels, such as social networks, 
to communicate their job vacancy information to the other side of the labour market. 
These channels differ in terms of various factors, such as cost, time efficiency and 
communication effectiveness. There have been substantial shifts in employers’ choices 
in recent decades, and we might continue to observe such changes in the coming years 
as technology evolves. For the purpose of this study, there is sufficient understanding 
of how such selection might affect the usage of such data as a measure of labour 
demand.

Finally, job postings data are an expression of employers’ intention to hire; 
it is beyond such data as to whether and what kinds of worker–employer matches 
are made. In April 2020, the Australian Bureau of Statistics announced that it will 
release weekly statistics based on employers’ reported data through the Australian 
Taxation Office Single Touch Payroll system. This type of data describes the stock 
of the employed population. Job postings data are considered more informative for a 
better understanding of the employers’ demand for new hires. In short, the BGT-ANZ 
data have unique advantages for us to examine the dynamics of the labour demand in 
this unprecedented period.

The full BGT-ANZ dataset has several components; besides the main data, it 
contains detailed information on skill requirements, degree requirements, etc. For the 
purpose of this study, we shall only use the main data. However, the application of our 
RWET approach to more detailed categories is relatively straightforward.
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Table 1: Characteristics of Job Postings in Australia, 2012–2020

2012–2014 2015–2017 2018 2019 2020

# calendar days 1,096 1,096 365 365 213
# job postings/day 2,116 2,561 2,718 2,857 2,230
# job postings 2,319,063 2,806,711 992,058 1,042,685 475,016
Education requirement
If valid
10–12 1.1% 1.2% 1.4% 1.6% 1.5%
13–14 11.1% 10.9% 11.3% 10.2% 10.8%
15 16.9% 17.9% 17.0% 17.5% 18.2%
16 54.8% 54.7% 54.4% 54.5% 52.2%
17 12.1% 10.6% 11.1% 10.5% 10.4%
18 2.6% 3.2% 3.2% 4.2% 5.3%
21 1.3% 1.6% 1.5% 1.4% 1.6%
Missing 76.8% 74.7% 73.8% 76.7% 76.9%
Experience requirement
If valid
1 14.6% 15.4% 14.7% 14.1% 14.2%
2 20.4% 22.3% 22.5% 21.5% 21.3%
3 20.2% 20.9% 20.9% 21.3% 20.4%
4–5 28.8% 27.9% 28.2% 29.0% 29.1%
6–8 8.0% 7.1% 7.3% 7.3% 7.5%
9–10 6.0% 5.0% 4.9% 5.2% 5.8%
11–15 1.9% 1.4% 1.4% 1.6% 1.7%
Missing 80.8% 80.3% 80.9% 83.4% 83.6%
Minimum annual wage offered
If valid
Less than 50K 17.9% 12.2% 7.6% 8.0% 6.3%
50k–70K 27.4% 30.8% 29.9% 28.1% 28.4%
70k–90K 20.4% 21.6% 21.6% 21.9% 23.0%
90K–110K 13.8% 15.5% 17.8% 16.2% 18.0%
110K–130K 9.2% 9.0% 11.6% 13.1% 11.9%
130K–150K 4.3% 4.1% 4.7% 4.4% 5.2%
150K–200K 7.0% 6.9% 6.8% 8.3% 7.3%
Missing 73.0% 75.5% 75.6% 73.9% 75.0%
State
New South Wales 37.6% 39.7% 39.3% 38.4% 34.7%
Victoria 22.4% 23.5% 26.1% 24.6% 22.1%
Queensland 17.6% 17.4% 16.9% 16.4% 19.6%
Western Australia 11.6% 7.4% 6.5% 7.9% 9.5%
South Australia 4.0% 4.6% 4.1% 4.5% 4.5%
Australian Capital Territory 3.9% 4.4% 4.3% 5.0% 5.9%
Northern Territory 1.9% 1.6% 1.5% 1.7% 1.8%
Tasmania 1.1% 1.3% 1.2% 1.5% 1.7%
Industry
Health care and social assistance 15.7% 17.7% 17.9% 18.6% 21.2%
Public administration and safety 13.3% 17.5% 16.4% 15.7% 17.8%
Mining 10.7% 4.0% 6.0% 4.7% 5.3%
Professional, scientific and technical services 9.9% 10.0% 9.7% 10.6% 9.9%
Accommodation and food services 8.2% 7.6% 6.5% 7.2% 6.0%
Financial and insurance services 7.8% 7.0% 6.2% 7.0% 6.9%
Education and training 6.5% 7.9% 10.3% 10.7% 9.4%
Retail trade 6.4% 7.8% 6.8% 6.6% 6.3%
Manufacturing 3.9% 3.6% 3.2% 3.4% 3.5%
Construction 3.2% 2.2% 1.9% 1.6% 1.9%
Rental, hiring and real estate services 2.3% 2.6% 1.9% 2.0% 1.9%
Information media and telecommunications 2.3% 2.6% 2.3% 2.4% 2.3%
Transport, postal and warehousing 2.0% 1.3% 3.0% 2.4% 1.2%
Electricity, gas, water and waste services 1.8% 1.2% 1.2% 1.3% 1.2%
Wholesale trade 1.7% 1.7% 1.6% 1.5% 1.2%
Arts and recreation services 1.5% 2.1% 1.9% 1.4% 1.2%
Other services 1.4% 1.6% 1.9% 1.6% 1.6%
Administrative and support services 1.2% 1.2% 0.9% 1.1% 1.0%
Agriculture, forestry and fishing 0.2% 0.2% 0.2% 0.2% 0.3%
Missing 58.6% 53.4% 48.8% 46.9% 48.3%
Occupation
Professionals 37.1% 37.5% 39.4% 40.8% 40.7%
Clerical and administrative workers 15.1% 15.5% 14.4% 14.1% 13.2%
Managers 14.8% 14.3% 13.9% 15.5% 15.1%
Technicians and trades workers 12.0% 10.5% 11.5% 9.8% 10.0%
Sales workers 9.3% 9.6% 7.8% 7.8% 7.0%
Community and personal service workers 4.7% 5.1% 4.8% 4.9% 5.2%
Labourers 3.9% 4.4% 4.3% 3.9% 4.8%
Machinery operators and drivers 3.2% 3.2% 3.9% 3.3% 4.2%
Missing 13.4% 15.4% 16.2% 17.5% 17.2%
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Table 1 provides a summary of the BGT-ANZ data used in this study. As the 
table shows, average number of job postings per day increased from 2012 up to 2019, 
and then dropped significantly in 2020. Among job postings with various education 
requirements, those requiring 16 years of education dropped the most, and among job 
postings with various experience requirements, those requiring 3 years of experience 
dropped the most. Overall, the patterns in Table 1 do not suggest that COVID-19 
affects less skilled jobs more.

4. Aggregation-based approach versus reweighting-
estimation-transformation approach
4.1 Aggregation-based approach
Before analysis, we aggregate our job postings into date- and covariate-specific cells. 
The number of postings in each cell can then be used as a measure of labour demand. 
This is an aggregation-based approach.

4.1.1 Overall impact of COVID-19 on the number of postings

To examine the impacts of COVID-19 on the number of job postings at the aggregate 
level, we group all the job postings by posting date. In particular, let 
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In other words, our baseline includes both year fixed effects and the common 
quintic time trend. The impacts of COVID-19 are captured to such a baseline from 
week six of 2020, the week start from 5 February 2020, also using quintic terms. The 
number of job postings drops substantially at December of each year. Thus, we only 
keep the first 45 weeks’ data for each year, which correspond to early November.

The predicted weekly number of postings and the raw number of postings 
for the years 2019 and 2020 are presented in Figure 1. As the figure shows, there is a 
general increasing trend of job postings from January forward, which is common for 
each year. The impact of COVID-19 started in early March of 2020 in Australia. The 
number of job postings dropped consistently from March to the beginning of May, 
when the impact reached its highest level of 45 per cent. From May 2020, the number 
of postings actually increased slowly and steadily. In the last whole week of our study 
period, the period from 22 July to 28 July, the impact of COVID-19 on the number of 
job postings in Australia is estimated to be -14 per cent.



160
KAILING SHEN AND BLEDI TASKA
Measuring the impacts of COVID-19 on job postings in Australia using  
a reweighting-estimation-transformation approach  

Figure 1: Number of Job Postings in Australia, 2016–2020

Note: The GBT-ANZ job postings data from 2012 to 28 July 2020 are used for the estimation of the model as specified in 
equation (1). The last week of July is dropped here as it only contains 3 days.

It is worth noting that although our data do not cover the total job postings in 
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selection of job postings into the GBT-ANZ changes over time. For example, if during 
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In that scenario, the actual impact of COVID-19 would be less severe than estimated 
here. In contrast, if during COVID-19, conditional on having job vacancies, more 
employers choose to publish their job openings in our sources, perhaps as they would 
like to take advantage of the larger and more productive pool of potential applicants, 
then the actual impact of COVID-19 would be more severe than our estimation.

4.1.2 Overall impact of COVID-19 with skill composition controlled
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requirements might have shifted towards the lower end of the distribution. In this case, 
our estimation of the impact of COVID-19 on the labour demand could be biased up 
without controlling for education and experience requirements.

Therefore, to incorporate the composition shifts in our analysis, we group the 
job postings by week of the year, education requirement and experience requirement. 
Let 
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For ease of presentation, we choose to estimate the changes in job postings in monthly 

frequency here. In particular, 𝛿𝛿! captures the changes in 𝑌𝑌!,!,!,! for February, March, April, 

May, June and July 2020 from the previous month. These monthly coefficients are the effects 

of COVID-19 while holding the composition of education and experience constant. The year, 

education and experience fixed effects are captured by 𝛾𝛾!, 𝑎𝑎! and 𝑏𝑏!, respectively. 

Panel A of Table 2 illustrates the extent of empty cells in our data. When the 7,635,533 job 

postings are grouped into week x 8 education categories x 8 experience categories cells, there 

are 100 (1 - 21,195/25,024) = 15.3 per cent cells empty. Four different specifications are 

compared in panel A. The raw number of postings is used in columns (1) and (2), while the 

log form is used in columns (3) and (4). 

Given a substantial share of the cells are empty, columns (2) and (4) use a Tobit model, while 

columns (1) and (3) use ordinary least squares with observations of empty cells excluded. As 

a comparison between columns (1) and (2), or columns (3) and (4), suggests, the results are 

sensitive to the presence of empty cells, even when we only have two sets of covariates, 

education and experience. Further, panel A illustrates that the results from the log form are 

easier to interpret. 
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4. Aggregation-based approach versus reweighting-estimation-

transformation approach 

4.1 Aggregation-based approach 

Before analysis, we aggregate our job postings into date- and covariate-specific cells. The 

number of postings in each cell can then be used as a measure of labour demand. This is an 

aggregation-based approach. 

4.1.1 Overall impact of COVID-19 on the number of postings 

To examine the impacts of COVID-19 on the number of job postings at the aggregate level, 

we group all the job postings by posting date. In particular, let 𝑛𝑛!,! be the number of job 

postings for week 𝑤𝑤 of year 𝑦𝑦; we then estimate the impacts of COVID-19 at the aggregate 

level as follows: 
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!!!,…,! + 𝛽𝛽! ∙ 1 𝑦𝑦 ≡ 2020 ∙ 1 𝑤𝑤 ≥ 6 ∙ 𝑤𝑤 − 6 !

!!!,…,! + 𝛾𝛾! + 𝜇𝜇!,! (1) 

In other words, our baseline includes both year fixed effects and the common quintic time 

trend. The impacts of COVID-19 are captured to such a baseline from week six of 2020, the 

week start from 5 February 2020, also using quintic terms. The number of job postings drops 

substantially at December of each year. Thus, we only keep the first 45 weeks’ data for each 

year, which correspond to early November. 

The predicted weekly number of postings and the raw number of postings for the years 2019 

and 2020 are presented in Figure 1. As the figure shows, there is a general increasing trend of 

job postings from January forward, which is common for each year. The impact of COVID-

19 started in early March of 2020 in Australia. The number of job postings dropped 

consistently from March to the beginning of May, when the impact reached its highest level 

of 45 per cent. From May 2020, the number of postings actually increased slowly and 
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are 100 (1 - 21,195/25,024) = 15.3 per cent cells empty. Four different specifications are 

compared in panel A. The raw number of postings is used in columns (1) and (2), while the 

log form is used in columns (3) and (4). 

Given a substantial share of the cells are empty, columns (2) and (4) use a Tobit model, while 

columns (1) and (3) use ordinary least squares with observations of empty cells excluded. As 
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in columns (1) and (2), while the log form is used in columns (3) and (4).

Given a substantial share of the cells are empty, columns (2) and (4) use a 
Tobit model, while columns (1) and (3) use ordinary least squares with observations 
of empty cells excluded. As a comparison between columns (1) and (2), or columns (3) 
and (4), suggests, the results are sensitive to the presence of empty cells, even when we 
only have two sets of covariates, education and experience. Further, panel A illustrates 
that the results from the log form are easier to interpret.

Panel B of Table 2 examines the impacts of COVID-19 on the number of 
postings when we take education and experience requirements into consideration. 
Among the four columns, column (8) is our preferred specification. It suggests that the 
number of postings dropped 40.6 per cent in April relative to March and increased 29.5 
per cent in July relative to June, and that other month-to-month changes in 2020 are not 
statistically significant once education and experience are controlled. If we compare 
the estimated coefficients of April across the columns of panel B, it is interesting 
that the estimated coefficients decrease from -40.6 per cent to -47.3 per cent, or the 
estimated coefficient is biased down when education and experience controls are 
omitted. Based on the omitted variable bias formula, this negative sign of the bias 
suggests that the drop in job postings is more pronounced for the levels of education 
and experience with more postings originally. In other words, as panel A suggests, job 
postings for the 16-year education group and 4–5 years of experience are most affected 
by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per 
cent to 36.1 per cent when education and experience controls are omitted. This positive 
sign of the bias suggests that the increase in job postings is more pronounced for the 
levels of education and experience with more postings originally.
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Table 2: Impacts of COVID-19 on the Number of Job Postings, using 
Aggregate-Counting Approach

A. without COVID-19 controls

(1) (2) (3) (4)

Dep variable:
# of posting of 

education*experience*date cells
# of posting of 

education*experience*date cells (ln)
Approach OLS Tobit OLS Tobit
Education requirement (default group 10-12)

13–14 249.4*** 655.3*** 1.079*** 1.843***
15 298.9*** 740.7*** 1.395*** 2.234***
16 506.5*** 994.5*** 2.721*** 3.677***
17 277.9*** 760*** 1.308*** 2.25***
18 195.2*** 555*** .519*** 1.19***
21 -14.79 -51.61 .0385** -.0718***
Missing 1855*** 2343*** 3.677*** 4.634***

Experience requirement (default group 1)
2 43.23 79.91** .2771*** .3503***
3 44.26 93.86*** .2802*** .3846***
4–5 75.98** 122.8*** .5053*** .5943***
6–8 -82.07** -175.2*** -.3699*** -.5253***
9–10 -108.6*** -227.2*** -.5415*** -.7189***
11–15 -218.2*** -518*** -1.173*** -1.624***
Missing 1740*** 1868*** 2.61*** 2.912***

# of observations 21,195 25,024 21,195 25,024
R2 0.283 0.028 0.895 0.439

B. with COVID-19 controls

(5) (6) (7) (48

Dep variable: # of posting of education*experience*date cells (ln)
Approach Tobit
2020 Feb and afterwards .1612 .1509 .1524 .1481***
2020 March vs. Feb -.0582 -.0422 -.0497 -.0489
2020 April vs. March -.4727** -.4393** -.4289*** -.4063***
2020 May vs. April -.0693 -.0717 -.0681 -.0643
2020 June vs. May .0896 .0540 .0509 .0480
2020 July vs. June .3611* .312 .3052** .2946***
Year F.E. and weekly quintic controls Y Y Y
Education requirement Y Y
Experience requirement Y
# of observations 25,024 25,024 25,024 25,024
R2 0.000 0.000 0.167 0.440

Note: *, ** and *** indicate statistical significance at 10%, 5% and 1% levels, respectively.
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Let the set of properties for job postings, 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

, be 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

. For our BGT-ANZ 
data, 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

 contains posting date 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

, education requirement 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

, experience 
requirement 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

, wage offered 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

, state of the job vacancy 

13/31 

Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

, 
industry of the employer 
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Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 

by COVID-19. Conversely, the estimated coefficients of July increase from 29.5 per cent to 

36.1 per cent when education and experience controls are omitted. This positive sign of the 

bias suggests that the increase in job postings is more pronounced for the levels of education 

and experience with more postings originally. 

[insert Table 2 about here] 

Let the set of properties for job postings, 𝑖𝑖 ∈ 𝐼𝐼, be 𝑥𝑥!. For our BGT-ANZ data, 𝑥𝑥! contains 

posting date (𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑒𝑒!), education requirement (𝑒𝑒𝑒𝑒𝑢𝑢!), experience requirement (𝑒𝑒𝑒𝑒𝑝𝑝!), wage 

offered (𝑤𝑤𝑤𝑤𝑤𝑤𝑒𝑒! ), state of the job vacancy (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑒𝑒!), industry of the employer (𝑖𝑖𝑖𝑖𝑑𝑑! ), 

occupation (𝑜𝑜𝑜𝑜𝑐𝑐_𝑖𝑖), etc. The problem of empty cells will only worsen if we want to consider 

all of these properties. Thus, we propose an RWET approach instead. 

4.2 Reweighting-estimation-transformation approach 

There are three steps in our RWET approach proposed here. 

, occupation 
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Panel B of Table 2 examines the impacts of COVID-19 on the number of postings when we 

take education and experience requirements into consideration. Among the four columns, 

column (8) is our preferred specification. It suggests that the number of postings dropped 

40.6 per cent in April relative to March and increased 29.5 per cent in July relative to June, 

and that other month-to-month changes in 2020 are not statistically significant once education 

and experience are controlled. If we compare the estimated coefficients of April across the 

columns of panel B, it is interesting that the estimated coefficients decrease from -40.6 per 

cent to -47.3 per cent, or the estimated coefficient is biased down when education and 

experience controls are omitted. Based on the omitted variable bias formula, this negative 

sign of the bias suggests that the drop in job postings is more pronounced for the levels of 

education and experience with more postings originally. In other words, as panel A suggests, 

job postings for the 16-year education group and 4–5 years of experience are most affected 
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changes in the job postings when the composition is held constant. Because these two 

datasets cover a different number of days, we need to construct a weight variable to make 

them comparable. In particular, the weight for job posting 𝑖𝑖, 𝑤𝑤!, is: 

𝑤𝑤! =
1          if 𝑖𝑖 ∈ investigation dataset 

𝐷𝐷! 𝐷𝐷!           if 𝑖𝑖 ∈  benchmark dataset 

In our example, the weight variable for job postings in our benchmark dataset will be 

31 365 ≈ 0.0849. 

If these two datasets have exactly the same number of job postings per day and the same 

composition of job postings, then, after weight is considered, any observation of the 

combined dataset will have exactly 50 per cent likelihood to come from either 2019 or March 

2020. If the compositions of these two datasets are exactly the same while the 2019 dataset 

has more job postings per day than the March 2020 dataset, then, after weight is considered, 

the probability of a random observation of the combined dataset to come from 2019 will be 

higher than 50 per cent, and vice versa. This is the intuition of our strategy here. 
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In our example, the weight variable for job postings in our benchmark dataset 
will be 31⁄365 ≈ 0.0849.

If these two datasets have exactly the same number of job postings per day 
and the same composition of job postings, then, after weight is considered, any 
observation of the combined dataset will have exactly 50 per cent likelihood to come 
from either 2019 or March 2020. If the compositions of these two datasets are exactly 
the same while the 2019 dataset has more job postings per day than the March 2020 
dataset, then, after weight is considered, the probability of a random observation of the 
combined dataset to come from 2019 will be higher than 50 per cent, and vice versa. 
This is the intuition of our strategy here.

4.2.2 Step 2. Regression with the constructed weight variable

Here, we can use a linear probability model on the combined dataset with weight 
considered and the dummy for March 2020, the investigation dataset, as our dependent 
variable. By using a linear probability model rather than Probit or Logit, we can 
consider fixed effects if required:
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In this study, 𝑋𝑋!  includes dummies for education requirement categories, experience 

requirement categories, minimum wage offered categories, job location states, employer 

industries and occupations. 

4.2.3 Step 3. Transformation 

For ease of interpretation, we can use the estimation results to predict the likelihood of any 

job postings to come from March 2020. Let the covariate of a job posting be 𝑋𝑋, then 

𝑦𝑦 𝑋𝑋 = 𝛽𝛽! + 𝛼𝛼 ⋅ 𝑋𝑋 is the likelihood of this job posting coming from March 2020 rather than 

from 2019. The likelihood of this same job posting coming from 2019 is 1 − 𝑦𝑦 𝑋𝑋 . 

Define 𝑑𝑑 𝑋𝑋 ≡ ! ! ! !!! !
!!! !

= ! !
!!! !

− 1. This is the change of this job posting’s likelihood 

to come from 2019 versus March 2020. If we set 𝑋𝑋 at the mean of 2019, then 𝑑𝑑 𝑋𝑋  gives the 

change of the likelihood of a typical job posting in 2019 to appear in March 2020. 

The standard error can be calculated using the delta method. In particular: 

𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑 𝑋𝑋 =
1

1 − 𝑦𝑦 𝑋𝑋
+

𝑦𝑦 𝑋𝑋

1 − 𝑦𝑦 𝑋𝑋
! ∙ 𝑣𝑣𝑣𝑣𝑣𝑣 𝑦𝑦 𝑋𝑋 ∙

1
1 − 𝑦𝑦 𝑋𝑋

+
𝑦𝑦 𝑋𝑋

1 − 𝑦𝑦 𝑋𝑋
!  

Obviously, there is no empty cell problem in our RWET approach. Further, it is 

straightforward to estimate the change of any specific job postings. For example, by keeping 
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Obviously, there is no empty cell problem in our RWET approach. Further, it 
is straightforward to estimate the change of any specific job postings. For example, by 
keeping all other covariates at their 2019 mean, we can set the education requirement 
of the hypothetic job postings to 10–12 years. Using the estimation results of March 
2020 versus the year of 2019, we can then obtain, for this specific education level, the 
composition-adjusted percentage change of the number of job postings.

5. Main findings
The empirical results based on our RWET approach are presented in Table 3 and 
Figures 2–3 and Figure A4 of the online appendix.

For each month from January 2012 to July 2020, we run a separate RWET 
process. Then, we present the estimated percentage change of job postings numbers 
for a typical 2019 job at these months. Such composition-adjusted estimations of job 
postings numbers, as well as 95 per cent confidence intervals, are shown in Figure 2.

As the figure shows, the composition-adjusted estimates are very similar to 
the raw job postings count changes. The differences between the two curves are larger 
for earlier years, perhaps because of the gradual change in the composition of the job 
postings over time.

Figure 2 also shows that the drop in job postings is quite significant in March 
and April 2020. By July, there has been some significant recovery of the number of 
job postings, composition-adjusted or not. Further, the composition-adjusted drop is 
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shown to be slightly higher than the raw data, which implies that the type of jobs 
that are more representative in 2019 dropped more significantly as a result of the 
COVID-19 shock.

Figure 2: Percentage Changes of Number of Job Postings Relative to 2019, 
Jan 2012 to July 2020

Note: The GBT-ANZ job postings data from 2012 to 28 July 2020 are used for the estimation of the model as specified in 
equation (1). The last week of July is dropped here as it only contains 3 days.

The composition-adjusted change in job postings numbers, together with 
statistical significance levels, are presented in the first row of Table 3 for the first 7 
months of 2020. The rest of Table 3 then presents the composition-adjusted change in 
job postings numbers for the same months, while keeping all other covariates at the 
2019 average. For example, for job postings with an education requirement of 10–12 
years, and all other covariates at the 2019 average, the number of job postings dropped 
by 25.13 per cent in January 2020; increased by 11.94 per cent in February 2020; and 
dropped by 1.37 per cent, 59.85 per cent, 51.45 per cent, 41.4 per cent and 18.8 per cent 
in March, April, May, June and July, respectively.

These estimated changes are also illustrated in Figures 3 in the online 
Appendix. As a comparison, online appendix Figure A3 provides graphs of the raw 
changes for each month. While the estimated changes are very similar to the raw 
changes, indicating little changes in the composition of the job postings from their 
2019 benchmark set, we do have the advantage of knowing the statistical significance 
of each of these changes by using RWET, as the 95 per cent confidence intervals are 
indicated by the solid lines in these estimated bars. As the figures show, many of the 
small increases are not statistically significant.
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Figures A3.1-A3.4 in the online Appendix suggest that the impacts of the 
pandemic are relatively evenly distributed across skill levels. For example, the impacts 
are similar in terms of timing and intensity across different education, experience and 
minimum annual wage categories. The impacts are also similar across temporary and 
permanent job postings.

Figures A3.5-A3.7 in the online Appendix suggest that the impacts of the 
pandemic vary substantially across states, industries and occupations. In these three 
figures, categories are sorted in descending order according to the share of total 
postings in each category. For example, in Figure A3.5, there are more job postings 
for New South Wales than for any other state; in Figure A3.6, there are more job 
postings in the health care and social assistance industry than in any other industry, 
and in Figure A3.7, there are more job postings for professionals than for any other 
occupation.

Obviously, we can use much finer categories of geographic regions, industries 
and occupations. In Figure A4 of the online appendix, we present a set of results for the 
impacts of COVID-19 across industries within each state. These results are based on 
estimations for each state. As these graphs show, the impacts also differ across states. 
For example, arts and recreation services are affected the most in New South Wales, 
Victoria, Queensland and Western Australia, but not in South Australia and Australian 
Capital Territory. The results presented here do illustrate broader patterns. In these 
broader patterns, the results suggest that the impacts of this pandemic vary across 
regions, industries and occupations.

6. Discussion
This paper proposes a new approach to estimate the changes of job postings 

that could be used for a relatively thin market. This RWET approach allows the 
analysis at a higher granularity than the commonly used aggregation-based approach. 
On the basis of this approach, we examine the impact of COVID-19 on the Australian 
labour market by using job postings data provided by BGT. The empirical evidence 
shows that the overall labour demand in Australia as of July 2020 is slowly recovering 
from its lowest 45 per cent dip at the beginning of May. Our results also suggest that 
the impacts of the pandemic are relatively evenly distributed across skill levels, but 
vary substantially across states, industries and occupations.

Australia is a small open economy. The economic development levels across 
the country are relatively uniform. During a ‘normal’ economic downturn, one would 
expect the impacts to be similar across geographic regions and, as discussed, less 
competitive firms to be affected most. Therefore, more educated, more experienced 
and highly paid workers would be affected less as they are more likely to be working 
with more competitive firms. Moreover, as Hershbein and Kahn (2018) note, in the US 
the firms in the hardest hit regions tended to increase their skill requirements more 
after the GFC. These patterns, supported by past empirical studies, all justify skill-
upgrading types of policies during a ‘normal’ economic downturn.

However, the economic downturn due to COVID-19 has obviously not been 
‘normal’ from the beginning. Under lockdown measures, competitiveness hardly helps 



firms; nor do skills help workers. Therefore, we suggest that appropriate economic 
policies have to be matched with relaxation of lockdown measures and these have to be 
gradual to allow firms and workers to recover from the ‘coma’. The usual concern of 
skill-mismatch due to technology upgrading also seems unreasonable as it is unlikely 
that surviving firms will update their capital investment immediately after COVID-19. 
Of course, if government policies provide capital-upgrading incentives intentionally, 
matters may be different. Thus, if employment is the focus of recovery policies, then 
our findings suggest that skill-targeted policies might not be as effective as policies 
targeted at the state and industry levels.

This paper sets a prototype of possible research on job postings as a measure 
of labour market activities. There are more and more near-real-time administrative 
data on the labour market that could complement job postings data nowadays. Many 
of these new data could be utilised further using the RWET approach proposed here. 
In other words, the RWET approach can be used much more broadly than only on job 
postings data.

The BGT data also have various additional information categories, which 
could be used to understand the dynamics of labour demand over time. For example, 
there is detailed information on skills, degrees, subjects and majors. Analysing this 
information is beyond the scope of this study but could be the focus of future research.
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